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User’s guide to sample size estimation 
in diagnostic accuracy studies
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Abstract:
Sample size estimation is an overlooked concept and rarely reported in diagnostic accuracy studies, 
primarily because of the lack of information of clinical researchers on when and how they should 
estimate sample size. In this review, readers will find sample size estimation procedures for diagnostic 
tests with dichotomized outcomes, explained by clinically relevant examples in detail. We hope, 
with the help of practical tables and a free online calculator (https://turkjemergmed.com/calculator), 
researchers can estimate accurate sample sizes without a need to calculate from equations, and use 
this review as a practical guide to estimating sample size in diagnostic accuracy studies.
Keywords:
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Introduction

Diagnostic  accuracy studies  are 
essential to achieve a better clinical 

decision‑making process. In estimating 
the diagnostic accuracy of a test and 
obtaining the desired statistical power, the 
investigators need to know the minimal 
sample size required for their experiments. 
As in all kinds of research, studies with small 
sample sizes fail to determine an accurate 
estimate, with wide confidence intervals, 
and studies with large sample sizes may 
lead to the wasting of resources.[1] Indeed, 
sample size estimation is an overlooked 
concept and rarely reported in diagnostic 
accuracy studies.[2,3] Bochman et al. reported 
in 2005 that only 1 in 40 of the diagnostic 
accuracy studies published in the top 5 
journals of ophthalmology reported a 
sample size calculation.[3] This is primarily 
because of the lack of information of clinical 
researchers on when and how they should 
estimate sample size.

Therefore, this review aims to help clinical 
researchers by defining practical sample 
size estimation techniques for different 
study designs. We will start with the 
description of the clinical diagnostic 
evaluation process. Then, we will define the 
characteristics and measures of diagnostic 
accuracy studies. After we summarize 
the design options, we will define how to 
estimate the sample size for each of those 
different designs.

Definitions

In diagnostic accuracy studies, the test 
in question is called the index test. The 
comparative and probably the better 
test is called the reference standard. The 
diagnostic evaluation process starts with 
a list of differential diagnoses, where each 
one of them has a different probability. 
Those probabilities are generated with the 
use of the local epidemiological data, the 
“gestalt” of the experienced physician, and 
results of the previous tests. The probability 
of disease before performing a test is called 
the prior probability. Physicians order 
consecutive tests to increase or decrease 
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the probability of those specific diagnoses and narrow 
down the list. Each diagnosis in this list has its own 
probability scale (from 0% to 100%) for that patient. 
There are two important thresholds on that scale: the 
test threshold marks the disease probability that is 
high enough to warrant further testing to rule in or out 
that diagnosis; treatment threshold marks the disease 
probability that is high enough to accept that diagnosis 
and start treatment. The prior probability of each disease 
changes according to the result of each test, which is 
called the posterior probability. The aim is to move the 
posterior probabilities above the treatment or below the 
test threshold with the results of consecutive tests to rule 
in or out every diagnosis. In the clinical setting, each 
procedure performed to gather information about the 
disease probability is a test, such as history taking (age, 
sex, and presence of comorbidities), measurements (RR, 
HR, or pSO2), or physical examination (rales, rhonchi, 
Romberg, etc.). We combine the results of those tests and 
increase or decrease the probabilities of diagnoses we 
have in mind, decide to test further, or treat.

For better comprehension, let us assume that a 
75‑year‑old bedridden female patient with Alzheimer’s 
disease presented to an emergency department with 
tachypnea of 30/min, peripheral oxygen saturation 
of 90%, and tachycardia of 110 bpm. As soon as those 
data were gathered, a few diagnoses could be listed 
where pulmonary embolism makes it to the top. In 
this patient, the probability of pulmonary embolism is 
above the treatment threshold and ordering a treatment 
with LMWH (Low Molecular Weight Heparin) is 
warranted. One may still order tests to rule in or rule 
out pneumonia, pneumothorax, or other diagnoses, 
or may order antibiotics if pneumonia makes it above 
the treatment threshold, too. On the contrary, an X‑ray 
may lower the probability of pneumothorax below the 
test threshold; therefore, pneumothorax could be ruled 
out. A clinical diagnostician is a detective investigating 
multiple diagnoses simultaneously, using a bunch of 
tests to move the probabilities of several diagnoses 
below or above the test and treatment thresholds.

In classical diagnostic accuracy studies, a categorical 
or continuous index test variable is compared against a 
categorical, dichotomized reference standard variable. 
In this review, we will focus on index tests with a 
dichotomized outcome (positive or negative). We 
evaluate the accuracy of the index test by its sensitivity 
and specificity, which are calculated from the values 
in the cells of the contingency table comparing those 
two tests. The sensitivity indicates the proportion of 
true positives in diseased subjects, and specificity 
determines the proportion of true negatives in 
nondiseased subjects. Positive predictive value (PPV) 
determines the proportion of diseased subjects out of 

all the positives, and negative predictive value (NPV) 
determines the proportion of nondiseased subjects out 
of all negatives.

P P V  a n d  N P V  a r e  a f f e c t e d  b y  t h e  p r i o r 
probability (prevalence) of disease in the target 
population and are rarely used. On the other hand, 
sensitivity and specificity are not influenced by the 
prevalence of disease, which is why they are so 
popular.[1] Their total is a more important metric than 
the individual values, and they should always be 
considered together. Tests with the total of sensitivity and 
specificity closer to 200% are almost perfect. It is no good 
than tossing a coin if the total of sensitivity and specificity 
is closer to 100, even one of the values were close to 
100. For example, a test with a sensitivity of 90% and 
specificity of 10 is a test without any clinical diagnostic 
benefit. Therefore, both metrics were combined in a 
one‑dimensional index called likelihood ratio (LR). The 
positive LR is the ratio of the probability of a positive test 
in diseased to nondiseased, and the negative LR is the 
ratio of the probability of a negative test in diseased to 
nondiseased [Table 1]. Any test with a positive LR above 
10 is considered a good test for ruling in, and tests with 
a negative LR below 0.1 are considered good for ruling 
out a diagnosis. LRs are not affected by the prevalence 
of the disease. They are beneficial in comparing two 
separate tests. Furthermore, the posterior probability 
of a diagnosis can be calculated with the help of the 
positive and negative LRs (see online calculator at 
https://turkjemergmed.com/calculator).

In a comparative analysis, a Type 1 error happens if we 
reject the null hypothesis (no difference) incorrectly and 
report a difference, whereas a Type ΙΙ error happens if 
we accept the null hypothesis incorrectly and report that 
there is no difference [Table 1]. Sample size estimation is 
performed to calculate how many patients are required 
to avoid a Type 1 or a Type 2 Error.[4]

Design Options of the Diagnostic Accuracy 
Studies

The classical design is a cross‑sectional cohort 
study, or single‑test design, where all consecutive 
patients suspected of the target disease or condition 
are tested with the index test and the reference 
standard [Figure 1].[6] This approach may be modified 
to delayed‑type cross‑sectional, case‑referent, or test 
result‑based sampling designs, or cohort and case‑control 
designs may be used instead.[5] In a comparative design, 
the index test is compared to a previously evaluated 
comparator test in a paired or unpaired fashion [Figure 1]. 
In the comparative unpaired design (between‑subjects), 
study participants are randomly assigned to either the 
index or comparator test. Participants are tested with one 
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of the two tests, not both. Then, the disease status of every 
participant is confirmed with the reference standard. This 
design is preferred when researchers aim to evaluate the 
impact of diagnostic testing on clinical decision‑making, 
patient prognosis, and real‑life utility of the index test. 
These are the “diagnostic randomized controlled trial” 
and the before‑after type studies.[5] In the comparative 
paired design (within‑subjects), index, comparator, and 
reference standard tests were performed on all subjects. 

Since the variability of the study results is decreased, the 
paired design is preferred if feasible and justifiable.[7,8]

Sample Size Estimation in Diagnostic 
Accuracy Studies

There are four major designs to compare a dichotomized 
index test with a dichotomized reference standard. The 
appropriate equations that should be used for the estimation 

Table 1: Definition of major diagnostic utility metrics
Metric Definition Formula
Sensitivity The proportion of true positives in diseased subjects True positives/(true positives + false negatives)
Specificity The proportion of true negatives in nondiseased subjects True negatives/(true negatives + false positives)
PPV The proportion of diseased subjects out of all positives True positives/(true positives + false positives)
NPV The proportion of nondiseased subjects out of all negatives True negatives/(true negatives + false negatives)
Positive likelihood ratio The ratio of the probability of positive test in diseased to 

nondiseased
Sensitivity/(1‑specificity)

Negative likelihood ratio The ratio of the probability of negative test in diseased to 
nondiseased

(1‑sensitivity)/specificity

Type 1 error Finding a difference in fact there is none (false positive) None
Type 2 error Finding no difference in fact there is (false negative) None
Power Number of patients required to avoid a type ΙΙ error
PPV: Positive predictive value, NPV: Negative predictive value

Figure 1: Major study designs that are used to compare the diagnostic accuracy of tests
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Table 2: Sample size estimation  formulas
Equations Explanations
Equation 1


2

2
Se unadj 2

Z  × Se ‑ Se
n =

d( )

(1 )


2

2
Sp unadj 2

Z  × Sp ‑ Sp
n =

d( )

(1 )

Se (unadj)
Se (prev.adj)

n
n =  

Prevalance

Sp (unadj)
Sp (prev.adj)

n
n =

(1‑ Prevalance)

Those formulas are defined using normal approximation to construct a 
confidence interval for the true sensitivity and specificity value with a confidence 
level of (1-α)% and a maximum marginal error of d. Se and Sp are predetermined 
values ascertained by previously published data or clinician experience/judgment
Estimated sample sizes should be adjusted for disease prevalence (Equations 
4a and 4b)

Equation 2, Comparison of a proportion with null

0 0 

 
 
 

2

1 1
2

2
1 0

Z   P ‑ P + Z  P ‑ P
n (unadj) =

P ‑ P

(1 ) (1 )

( )

Se (adj)
n (unadj)n =   

Prevalance

Sp (adj)
n (unadj)n =

(1‑ Prevalance)

( )2

1 2n Yates continuity correction = + 1+ 4 / (n P ‑ P )n( ) 1
4

The estimated proportion (sensitivity or specificity) of the index test (P1), the 
proportion that we plan to find a statistically significant difference (P0), type 1 
error (α), power (β), and disease prevalence are needed for the calculations
The sample size should be calculated for sensitivity and specificity separately for 
a power of 90%, so the final power of the study would be 80%
Estimated sample sizes should be adjusted for disease prevalence (Equations 
4a and 4b)
Yates’ continuity correction should be applied (Equation 5)

Equation 3a, Comparison of two unpaired proportions

( )

1


 
 

2

 1 1

2

Z   × P ‑ P) + Z  P 1‑ P + P 1‑ P
n =

P ‑ P
2 2

2

2 (1 ( )

( )

( )1 2n (Yates continuity correction) = 1+ 1+ 4 / (n P ‑ P )
2n

4

The Formula Set 2 is extended to include both tests
P̅ denotes the average of the tests’ estimated proportions (P1 and P2, sensitivity 
or specificity)
One-sided P is preferred since we want to test if one of the paths is different from 
the other
Yates’ continuity correction should be applied (Equation 5)

Equation 3b, Comparison of two paired proportions

 + 
   Ψ Ψ −

−

Z  ‑
n =

2
2

2 1

2
2 1

(P P )

(P P )

Ψmin 1= 2P -P

( )Ψmax 1 2 2= P × 1‑ P + P × 1(1-P )

( )n Yates continuity correction = 1+ 1+ 4 / (n )
2

1 2
n( ) P -P
4

Ψ is the probability of disagreement between the two tests.
Bounds on the Probability of Disagreement (Ψ): The minimum probability of 
disagreement is P2 - P1. The maximum probability of disagreement is when 
agreement occurs only by chance, equal to P1 x (1 - P2) + (1 - P1) x P2
One-sided P is preferred since we want to test if one of the tests is different from 
the other
Yates’ continuity correction should be applied (Equation 5)

Adjusting for disease prevalence (Equations 4a and 4b)

Se
nn =           

Prevalance

Sp
nn =

(1‑ Prevalance)

Estimated sample sizes should be adjusted for disease prevalence with those 
equations

Yates’ Continuity Correction (Equation 5)

( )1 2n (Yates continuity correction) = 1+ 1+ 4 / (n P ‑ P )
2n

4

Yates’ Continuity Correction should be applied to all calculations comparing two 
proportions, as described by Beam et al.[11]

of sample size in each of those situations are previously 
summarized by Obuchowski [Table 2].[9] We prepared 
offline tables [Tables 2‑6] and an online calculator (https://
turkjemergmed.com/calculator) for the use of researchers to 
estimate the sample size for their diagnostic accuracy studies.

Single‑test design (new diagnostic tests)
If a new diagnostic test (new test or new to the study 
population) is investigated in a prospective cohort 
that the disease status and prevalence are known, this 
approach is preferred [Table 2, Equation 1].[1] Researchers 
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try to be sure with a confidence level of 95% that their 
predetermined sensitivity or specificity lies within the 
marginal error of d (desired width of one‑half of the 
confidence interval [CI]). Sensitivity and specificity 
values are ascertained by previously published data or 
clinician experience/judgment.

For example, let us assume that we are investigating the 
value of a new test for diagnostic screening. We aim for 
a sensitivity of 90% in a cohort with a known disease 
prevalence of 10%. We want maximum marginal error 
of the estimate not to exceed 5% with a CI of 95%. So, we 
select Table 3B, find the row for the disease prevalence of 
10%, and read the cell for the column of 90% sensitivity, 
which is 1383. We estimate that 10% of the 1383 subjects 
will be diseased (n = 138), and 90% will be nondiseased.

Single‑test design, comparing the accuracy of a 
single test to a null value
If the true disease status of the patients is unknown at the 
time of enrollment, those studies are called confirmatory 
diagnostic accuracy studies.[7] Obuchowski defined this 
approach as “comparing the sensitivity of a test to a 
prespecified value” [Table 2, Equation 2].[9] For example, 
surgery is the reference standard test for the diagnosis of 
acute appendicitis, but it is invasive. The prevalence of 

acute appendicitis confirmed by surgery is around 40%, 
which means that 60% of the patients suspected of acute 
appendicitis had an unnecessary surgery. Therefore, 
noninvasive alternatives such as noncontrast‑enhanced 
computed tomography (CT) have emerged, and it 
has been shown to have a sensitivity of 90%.[10] We 
hypothesize that contrast‑enhanced CT is better, with a 
sensitivity around 95%. How many patients do we need 
to recruit if we need to be sure the sensitivity of 95% is 
statistically significant from 90% with a power of 90% 
and type 1 error of 5%?

Table 4 presents precalculated sample size estimates for 
studies comparing the accuracy of single index test to a 
null value. Table 4 includes estimates for a type 1 error 
of 5% and power of 90%. The cell intersecting expected 
probability of 95% (P1, contrast‑enhanced CT) and null 
value of 90% (P0, noncontrast‑enhanced CT) reveals 
that at least 340 diseased subjects are needed (patients 
with acute appendicitis confirmed with surgery). 
We use Equations 4a and 4b in Table 2 to adjust for 
prevalence (acute appendicitis prevalence is 40%, we 
divide 340 by 0.4 = 849). For this study, at least 849 
subjects with a suspected acute appendicitis are needed. 
Please be reminded that those calculations are corrected 
with Yates’ continuity correction.

Table 4: Sample size estimates  for  a difference of  at 
least  5%  in co-primary endpoints with a Type 1 error 
of  5% and A) Power of  90%, and B)  80%

Predetermined Sens/Spec (P0) Expected 
Sens/
Spec 

(P1) (%)

50% 55% 60% 65% 70% 75% 80% 85% 90% 95%

(A) Power 90%
1086 55
278 1067 60
126 271 1027 65
71 121 259 966 70
45 68 115 242 884 75
31 43 64 106 219 781 80
22 29 40 58 95 190 656 85
16 20 26 35 51 80 156 510 90
12 14 18 23 30 41 63 115 340 95
7 9 10 12 15 19 24 34 53 109 100

(B) Power 80%
822 55
213 809 60
98 209 781 65
56 95 201 737 70
36 54 91 188 677 75
25 35 52 85 172 601 80
19 24 33 48 77 151 510 85
14 18 23 30 43 67 127 402 90
11 13 16 20 26 36 54 97 277 95
7 9 10 12 15 19 24 34 53 109 100
Type 1 error is accepted as 5% for all calculations, Yates’ continuity correction 
is applied

Table 5: Sample size estimation  for  comparing  two 
independent proportions, unpaired groups  for A) 
Power of  90% and B)  80%

P1 P2 
(%)55% 60% 65% 70% 75% 80% 85% 90% 95% 100%

(A) Power 90%
1746 442 197 111 70 48 34 25 19 15 50

1712 429 190 105 66 44 31 23 17 55
1644 408 178 98 60 40 28 20 60

1541 378 163 88 54 35 24 65
1404 339 144 76 45 29 70

1232 292 121 62 36 75
1027 236 94 46 80

787 172 64 85
513 98 90

203 95
(B) Power 80%

1272 325 146 83 53 37 26 20 15 12 50
1247 315 141 79 50 34 24 18 14 55

1198 300 133 74 46 31 22 16 60
1124 278 121 67 41 27 19 65

1025 250 108 58 35 23 70
901 216 91 48 28 75

753 176 72 36 80
579 129 50 85

381 76 90
157 95

Type 1 error is accepted as 5% for all calculations. Yates’ continuity correction 
is applied. Estimates here are for each of the independent groups
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Table 6A: Sample size estimation  for  the comparison of  two dependent proportions, paired groups. A) N  (Ψ_min), 
B1) N  (Ψ_max)  for power of  90%, B2) N  (Ψ_max)  for power of  80%

(A) N (Ψ_min)
Difference P2−P1 (%) Power 80% Power 90%
1 804 1043
3 266 345
5 159 206
10 78 101
15 52 66
20 38 48
25 30 38
30 25 31
35 21 26
40 18 22
45 16 19
50 14 17
55 12 15
60 11 13
65 10 12
70 9 11
75 8 9
80 7 8
85 7 8
90 6 7
95 5 6
99 5 5
100 4 4
Yates’ continuity correction is applied

Table 6B: Sample size estimation  for  the comparison of  two dependent proportions, paired groups.   
1) N  (Ψ_max)  for power of  90%, 2) N  (Ψ_max)  for power of  80%

P1 P2 (%)
55% 60% 65% 70% 75% 80% 85% 90% 95% 100%

(B1) N (Ψ_max), Power 90%
1749 444 200 113 72 50 37 28 21 17 50

1715 431 192 108 68 47 34 25 19 55
1646 410 181 100 63 42 30 22 60

1543 380 165 90 56 37 26 65
1406 341 146 79 48 31 70

1235 294 123 65 38 75
1029 238 97 48 80

789 174 66 85
515 101 90

206 95
(B2) N (Ψ_max), Power 80%

1274 327 148 85 55 39 28 22 17 14 50
1249 317 143 81 52 36 26 20 16 55

1200 302 135 76 48 33 24 18 60
1126 280 124 69 43 29 21 65

1027 252 110 60 37 25 70
903 218 93 50 30 75

755 178 74 38 80
581 132 52 85

383 78 90
159 95

Yates’ continuity correction is applied
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Sometimes researchers aim for sensitivity and 
specificity simultaneously and want to estimate a 
sample size that is enough for both. Since sensitivity and 
specificity are calculated in different groups (diseased 
vs. nondiseased), two separate sample sizes are 
calculated for a power of 90%, so the final power of 
the study would be 80%. Let’s enhance the example 
above and assume that we also want an adequate 
sample size for a specificity hypothesis, too. We think 
that the specificity of contrast‑enhanced CT would 
be 85%, and we want to be sure that it is significantly 
higher than the specificity of noncontrast‑enhanced 
CT (80%). To calculate the sample size estimate for 
specificity at a power of 90%, we again use Table 4. The 
cell intersecting P1 (noncontrast‑enhanced CT) of 85% 
and P0 (null, contrast‑enhanced CT) of 80% reveals that 
we need at least 656 nondiseased subjects (patients 
without acute appendicitis confirmed with surgery). 
We use Equations 4a and 4b in Table 2 to adjust 
specificity for disease prevalence (n/(1 − prevalence) 
= 656/(1 − 0.4)) and find that we need to recruit 1093 
subjects. Since the higher of the two estimates (849 for 
sensitivity and 1093 for specificity) is 1093, we select 
this estimate for a power of 80% and type 1 error of 
5% for both outcomes.

According to Beam, Yates’ continuity correction should 
be used to compare proportions. Therefore, we present 
corrected values in Tables 4‑6 and both corrected and 
uncorrected values on the online calculator.[11] Several 
authors reported calculations that did not incorporate 
disease prevalence, and several others did, which we 
also preferred in this review.[12,13]

Studies comparing two diagnostic tests
As mentioned above, comparative design can be unpaired 
or paired [Figure 1]. Beam described the formulas to 
estimate sample sizes for both designs [Table 2, Equation 
3a and b].[11] Since we want to be sure if one of the tests 
is significantly different than the other, calculations for 
one‑sided significance levels are sufficient.

Unpaired design (between‑subjects)
Proportions will be compared between different 
groups (unpaired) with a Chi‑squared test. Therefore, the 
sample size for each group would be estimated for the 
Chi‑squared test with Yates’ continuity correction, using 
the method given by Casagrande and Pike [Table 2, 
Equation 5].[14]

Let us assume we want to compare the sensitivity of two 
alternative diagnostic pathways, where the contender 
has 70% sensitivity. We want to design our study so that 
there is an 80% chance of detecting a difference when our 
index test has at least a sensitivity of 80% (or a difference 
of 10%). We accept the significance level as 5%, with a 

one‑sided hypothesis. In Table 5 (for the power of 80%), 
we check the cell intersecting 70% and 80%, and find 
that at least 250 subjects are needed for each pathway, 
making the total estimate 500 subjects.

Paired design (within‑subjects)
In this design, proportions will be compared between 
paired samples. Therefore, the sample size for the 
entire study would be estimated for McNemar’s test, 
using the method defined by Connor et al.[15] Those two 
diagnostics tests agree with each other with variable 
degrees (probability of disagreement [Ψ)]), which affects 
the estimated sample size. On one end, tests disagree 
with each other just with the degree of the difference 
in proportions (sensitivity or specificity [Ψmin=P2-P1]). 
Conversely, they agree with each other just by chance, 
where the probability of disagreement is maximum 
(Ψmax=P1×(1-P1)+ P2 (1-P1)). Those are the two boundaries 
of the estimated sample size range for the paired design, 
and the mean of those two ends may be enough in most 
situations.

Let us work the same example above for a paired 
design: first, we check Table 6 (lower boundary) for a 
10% difference in proportions and 80% power. If the 
disagreement probability of the tests is minimum, a 
sample size of 78 subjects would be enough. Second, 
we check Table 6 (higher boundary) for a power of 
80% and read the cell intersecting 70% and 80%. If both 
tests agree with each other just by chance (maximum 
disagreement), we would need at least 252 subjects. 
The mean value of this range (78 to 252, n = 165) or the 
higher boundary (n = 252) can be selected as the sample 
size. Please note that, even at the highest probability of 
disagreement, almost half of the sample size would be 
enough with paired design compared to the unpaired 
design.

Discussion

We reviewed methods for estimating the minimum 
required sample size for different study designs in 
diagnostic accuracy research. This review is performed 
by a clinical researcher with ease of use for clinical 
researchers in mind. There are alternative and better 
methods to estimate the sample size for the procedures 
described above. Researchers should consult a statistician 
whenever they need a more accurate or sophisticated 
approach.

The accuracy of sample size estimates heavily depends on 
how closely the required assumptions are met.[11] Study 
results may fall far from the researchers’ assumptions, 
and post hoc (or interim) power and sample size analyses 
may be needed in those extreme conditions.
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Debates are ongoing if Yates’ continuity correction 
should be used, if correcting for the disease prevalence 
is needed when it is unknown before the enrollment 
phase, or if Connor et al.’s (Equation 3b) formula is 
too optimistic by underestimating the sample size.[11,15] 
Researchers should include a safe limit to control for 
those debatable points and aim for an optimal sample 
size.

Conclusion

Sample size estimation is an overlooked concept 
and rarely reported in diagnostic accuracy studies, 
primarily because of the lack of information of clinical 
researchers on when and how they should estimate 
sample size. We hope the tables and the online 
calculator supplemented to this review may be used as 
a guide to estimate sample size in diagnostic accuracy 
studies.

Supplement
Online Calculator: https://turkjemergmed.com/calculator
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